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Abstract 
 

The Simalungun University Foundation Tourism Vocational School is a private school located in Pematangsiantar. At this time there are 

problems in the learning process. And currently the data collection used by researchers in obtaining student satisfaction data is by 

sampling. In this study, data were obtained from giving questionnaires to students of the Simalungun University Foundation Tourism 

Vocational School which were categorized using five variables, namely teaching methods, learning media, communication, teaching 

materials/modules, and learning duration. Data Mining using the C5.0 algorithm is proven in analyzing satisfaction in the teaching and 

learning process. Research result able to find out the results of the analysis of the level of student satisfaction with online learning and 

find the highest score, can help the Tourism Vocational School of the Simalungun University Pematangsiantar Foundation in optimizing 

online learning today. 
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1. Introduction 

The Simalungun University Foundation Tourism Vocational School is a Private Vocational High School located in North Sumatra 

Province, Pematangsiantar City with the address West Sisingamangaraja Street, Bah Kapul Village, Siantar Sitalasari District Postal 

Code 21139 Pematangsiantar. Currently there are 3 majors at the USI Pematangsiantar Foundation Tourism Vocational School, Travel 

Business, Hospitality Accommodation, Catering. Research related to the analysis of the level of satisfaction has been carried out by [1], 

[2] namely the Implementation of the C5.0 Algorithm in the Classification of Community Income, the test that has been done, it can be 

concluded that data mining uses the C5.0 algorithm decision tree method to form a decision tree in classifying people's income using the 

Weka application and get maximum results[3]. Research related to the analysis of satisfaction levels has been carried out by[4] namely 

the Analysis of Household Welfare Using the C5.0 Method[5]. From the Wonosobo district SUSENAS data, four classifications were 

obtained using the C5.0 algorithm. The results obtained are expected to be useful for the government to determine the status of families 

who deserve assistance. 

 

Research related to the analysis of satisfaction levels has been carried out by namely Predicting the timeliness of student graduation using 

the C.50 algorithm method[6],[7],[8]. The test results on the test data obtained a recall value of 72.22%, a precision value of 92.85%, an 

accuracy value of 83.78%, and an error value of 16.21%. Online learning is the right choice during a pandemic like this, but has several 

obstacles in the online teaching and learning process , namely the limited package or network, the learning time is not right, and the 

location of their residence is quite far, making students sometimes do not understand the learning provided by the teacher is due to more 

tasks than learning material.    

 

In this study, the C5.0 Algorithm Method will be used with the application of this method[9],[10], the author can determine how satisfied 

or dissatisfied students are in carrying out the online teaching and learning process during the Covid 19 pandemic [11]. That way the 

school will take a policy or action in the offline or online learning process by dividing the time for class entry at the Simalungun 

University Foundation Tourism Vocational School. 

2. Research methodology 

The research method provides an overview of the process or procedure used by the author to solve the problem. The method used in this 

study is data mining using the C5.0 Algorithm Method. This study was conducted to determine the level of student satisfaction with 

online learning during the pandemic. The data collection used by researchers in obtaining student satisfaction data is by sampling. 

Sampling is the collection of data that partially or represents all the characteristics of the population. The data obtained by the author in 

this study is the result of a questionnaire conducted by the author. The results obtained in the research conducted by the author can help 

the school take policies or actions in the offline or online learning process at the USI Foundation Tourism Vocational School. The 

following is a Research Work Activity Diagram: 

 

https://ioinformatic.org/
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Figure 1. Research Activity Diagram 

 

The method used in this study is one of the classification data mining methods , namely the C5.0 algorithm. In the C5.0 algorithm 

performed on a sample of data sets that can classify a data effectively. The following are the completion steps taken by the author in 

determining student satisfaction in online learning e.g: Determine the data to be used in the process of analyzing student satisfaction with 

online learning. Data obtained from questionnaires given to students, Calculate satisfied and dissatisfied from the data obtained. 

Furthermore, the number of satisfied and dissatisfied is divided by the number of data, Calculate the number of satisfied and dissatisfied 

for each criterion based on each data obtained. Next determine the probability of being satisfied and dissatisfied for each criterion used, 

Calculate one of the variables used in determining student satisfaction to get the value of satisfied and dissatisfied students, In comparing 

the values of satisfied and dissatisfied by looking at the high accuracy value of the values that have been obtained. Provide conclusions 

from the data that has been analyzed. In this study the authors use quantitative research methods, the data used will be processed from the 

results of the questionnaire given to students. In this study, the authors obtained data from the results of the student satisfaction survey 

with a total of 100 respondents. After the necessary data is obtained then the variables that will be used in the study are determined. The 

variables used include How to Teach, Learning Media, Communication, Teaching Materials/Modules/Assignments and Study Duration. 

While the response variable is satisfaction, namely people who are satisfied and dissatisfied with online learning at the Tourism 

Vocational School of the USI Pematangsiantar Foundation. Each aspect consists of several questions posed to students. The following is 

data obtained from the Student Satisfaction Survey. 

 

Table 1. Student Questionnaire Results Table 

 

Respondent C1 (Teaching 

Method) 

C2 (Learning 

Media) 

C3 

(Communication) 

C4 (Teaching 

Materials) 

C5 (Learning 

Duration) 

1 2 3 2 3 1 

2 3 3 3 3 2 

3 3 3 3 3 2 

4 2 3 2 2 2 

5 2 3 2 2 2 

6 2 2 2 2 2 

7 3 3 3 3 3 

8 3 3 3 3 3 

9 3 3 3 3 3 

10 3 3 3 3 3 
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… …. …. …. …. …. 

100 3 3 3 3 3 

 

To get the results of the research conducted, the following is a description of the manual calculation of satisfied and dissatisfied using the 

C5.0 algorithm. In this case the data variables that you want to classify are Teaching Methods, Learning Media, Communication, 

Teaching Materials/Modules/Assignments, Learning Duration. The number of questionnaire data samples that will be used in this study 

is 100 data. The following is a sample table of case calculations. The calculation of the attribute information gain value from the total of 

all cases can use the formula: 

𝐼(𝑆1,𝑆2, … , 𝑆𝑚) = − ∑ −𝑚
𝑖=1 𝑝𝑖 ∗ 𝑙𝑜𝑔2 (𝑃𝑖) ………..1 ) 

 

Next is to find the entropy of each attribute by using the equation: 

 

(𝐴) = ∑
𝑆1𝑗+⋯+ 𝑆𝑚𝑗

𝑆

𝑦

𝑗=1
 𝐼(𝑆1𝑗 ⋯ 𝑆𝑚𝑗) ……………..2 ) 

 

The uncertainty or the impurity is represented as the log to base 2 of the probability of a category (pi). The index (i) refers to the number 

of possible categories. Here, i = 2 as our problem is a binary classification. 

3. Results And Discussion 

3.1. The Calculation of the C5.0 Algorithm 

The calculation of the C5.0 algorithm begins by selecting the root attribute first by looking for the total number of cases, the number of 

difficult decision cases and the number of easy decision cases. Calculating the entropy of all cases divided by Teaching Method, 

Learning Media, Facilities, Communication, Teaching Materials/Modules, and Learning Duration. After that, the gain is calculated for 

each attribute. The calculation results are shown in the following table. 

Table 2.  Node 1 

Node 1 Amount Satisfied Not satisfied Entrophy Gain 

Total 100 72 28 0.855451   

How to Teach           0.441818 

  Well 58 56 2 0.216397   

  Enough 21 14 7 0.918296   

  Not enough 21 2 19 0.453716   

Learning Media           0.526433 

  Well 53 52 1 0.135036   

  Enough 25 19 6 0.795040   

  Not enough 22 1 21 0.266765   

Communication           0.498787 

  Well 55 55 0 0.000000   

  Enough 16 11 5 0.896038   

  Not enough 29 6 23 0.735509   

Teaching Materials/Modules           0.52346 

  Well 55 55 0 0.000000   

  Enough 19 13 6 0.899744   

  Not enough 26 4 22 0.619382   

Study Duration           0.713258 

  Well 58 58 0 0.000000   

  Enough 11 11 0 0.000000   

  Not enough 31 3 28 0.458686   
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The entrophy column in the total row is calculated by equation (1) as follows: 

 

Entrophy (total) = - (72/100)*LOG2(72/100) - (28/100)*LOG2(28/100) 

Entrophy (total) = 0.855451 

 

Then on the gain value in the Learning Duration row, equation (2) is calculated as follows: 

Gain (total,Learning Duration) = (0.85541) - ((58/100)*0 + (11/100)*0 + (32/150)*0.458686 

Gain (total,Learning Duration) = 0.713258 

 

From the results of the calculations in table 1, it is obtained that the attribute that becomes the node (root) is Learning Duration which has 

the highest gain of 0.713258 which consists of 3 sub-attributes namely Good, Enough and Less. Based on the entrophy values of the 

three sub-attributes above, the sub-attributes are Good, Enough, which has received a decision, while Less has not yet received a decision. 

Then it is necessary to do further calculations to determine the next root node. Then perform calculations on the branch nodes of the 

attributes Learning Duration = Less, Teaching Method = Less, Learning Media = Less and Communication = Less can be shown in table 

3 below: 

Table 3. Node Calculation 

Less Duration, Less Way to Teach Amount Satisfied Not satisfied Entrophy Gain 

Less Learning Media, 17 1 16 0.322757   

&Less Communication         0 

  Well 0 0 0 0.000000   

  Enough 0 0 0 0.000000   

  Not enough 17 1 16 0.322757   

From the results of the calculations in table 4.5, the attributes that become branch nodes of Less Duration, Less Teaching Method = Less 

Communication Learning Media = Less where the sub attributes are Good, Enough and Less then all attributes have obtained a decision 

so that the calculation is complete. Then the decision tree can be described from the table above as follows: 

 

Figure 2. Decision Tree level 5 
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3.2. Testing Process with Rapidminer 

The results of data processing using rapidminer tools can be seen in the following figure 3: 

 

Figure 3. Result of decision tree 

After calculating and testing the data on each attribute with the C5.0 algorithm, the final decision tree pattern will be obtained. 

 

Figure 4. Description of decision tree 

The picture above shows the results of a complete description of the decision tree that has been formed using the C5.0 algorithm. From 

the description also shows that the use of data mining algorithms C5.0 well used in the process of digging the data to draw some 

conclusions are visualized with trees decision ( decision tree) . The following rules are generated from the decision tree: 

Table 4. Rules 

Rules Decision 

If Learning Duration = Good  Satisfied 

If Learning Duration = Enough  Satisfied 

Less Duration & Less Teaching Method  Satisfied 

Less Duration , Less Teaching Method, Learning Media  Satisfied 

Less Duration , Less Teaching Method, Learning Media, Communication = Less  Not satisfied 

Less Duration , Less Teaching Method, Less Learning Media, Communication = 

Less and Teaching Material = Less  

Not satisfied 
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4. Conclusion  

Data Mining using the C5.0 Algortima is proven to be able to find out the results of the analysis of the level of student satisfaction with 

online learning and find the highest score. The results of the trial using the Rapidminer 5.3 software as a tool to prove that the manual 

data calculation results are the same as the tests carried out using the Rapidminer 5.3 software.  
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